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Executive Summary 
 

The Task 3.2 activities respond to the objective b in workstream 2 of the project call for proposal S2R-

OC-IP2-02-2020 on the Alternative Bearers (ABs) and Communication Protocols for rail applications. 

The main achievements are described in this deliverable. The main objective of this activity is to put 

into evidence the main issues related to the coexistence of sub-networks (on board and on the 

network side) adopting different IP addressing schemes i.e., IPv4 and IPv6. The interworking problem 

is well known in the current networking practices and it has been well investigated in several and 

somewhat complicated network scenarios. Many solutions to solve the inter-working problem have 

been proposed in the IETF forum since from the introduction of the IPv6 protocol for replacing IPv4. 

During Task 3.2 activities we have tried to focus (isolate) only those (updated) IPv4/IPv6 interworking 

techniques that we believe can be useful and adopted in the ACS context. This deliverable summarizes 

the main findings from this activity.  

The document is organized as follows. After a short review of IPv4 and IPv6 addressing schemes 

evidencing the main differences in the headers of the two protocols, the topics analyzed in this 

document are:  

1. Typical IPv4/IPv6 networking scenarios; 

2. Review of techniques for IPv4/IPv6 translation: protocol translation and tunneling; 

3. IETF proposed techniques for IP address re-mapping: IETF EAMT and SIIT approaches; 

4. Performance analysis of the main open-source software tools available on Linux OS for 

protocol conversion; analysis is based on results available in the literature and a detailed 

discussion on the performance of the Jool opens source software has been discussed. 

One viable proposal for the ACS network to include IP address translations by stateless/stateful 

devices has been presented. It is evidenced the proposed architecture is quite general and remains  

un-modified in the rail scenarios (i.e. mainline/high speed, urban/metro, regional and station/yard) 

where ACS can be deployed. The problem of correct SIP operations in IPv4/IPv6 network scenario has 

been also investigated in detail by reporting and reviewing the most important techniques proposed 

by IETF no later than February 2020. The most important one is based on the adoption of STUN/TURN 

servers “orchestrated” by the ICE methodology for generating the SDP offer.  

Results presented in this Deliverable will be used, if and when necessary, in the remaining WP3’s tasks 

to evaluate the achievable performance of transport and application protocols (i.e., the throughput). 
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1 Scope 

1.1 Purpose and applicability 
Starting from the review and analysis of the IPv4/IPv6 interworking issues in the context of ACS 

system, the main purpose of this activity is the identification of a viable network solution for ACS to 

guarantee coexistence among IPv4-only and IPv6-only hosts/applications. The considered architecture  

should be based on the best practices, protocols and procedures suggested by IETF for solving the 

(persistent) problem of IPv4/IPv6 transition. Particular attention should be devoted to the 

identification of approaches for solving the problem of correct SIP/SDP protocol operations over 

IPv4/IPv6 networks.  

 

1.2 Reference Documents 
 

Table 1: Reference Documents. 

Document Number  Document Description  

RD-1 AB4Rail Grant Agreement Number 101014517 - IP/ITD/CCA - IP2 

RD-2 AB4Rail Consortium Agreement   

RD-3 AB4Rail Proposal #101014517 Technical annex 1-3  

  

 

 

1.3 Related Documents 
In Table 2 are listed the documents related to AB4RAIL project that have been used to develop 

this document. 

 

Table 2: Related Documents 

Document Number Document Description 

RelD-1 AB4Rail-WP3-D3.1-RDL-PU-v0.0-Review of ACS, of existing 
transport protocols, application protocols, railway applications 
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1.4 Acronyms and Abbreviations 
 

In Table 3 are listed all Acronyms and Abbreviation used inside this document. 

 

Table 3: Acronyms and Abbreviation  

Acronym Definition 

ACS Advanced Communication System 

ACS-GW Advanced Communication System - Gateway 

ALG Application Layer Gateways  

B2BUA  Back-to-Back User Agent 

BR Border Relay 

CLAT Customer-Side Translator 

CPU Central Processing Unit 

DF Don't Fragment  

DHCP Dynamic Host Configuration Protocol 

DiffServ Differentiated Services  

DNS Domain Name Service 

DNS ALG  DNS Application-Layer Gateway 

DoS Deny of Service 

DSCP Differentiated Services Code Point 

EAMT Explicit Address Mappings Table  

ECN Explicit Congestion Notification  

EOL  End of Options List 

ER Edge Relay  

FQDN Fully Qualified Domain Name  

FTP  File Transfer Protocol 

GPRS General Packet Radio Service 

GRE  Generic Routing Encapsulation 

HTTP Hypertext Transfer Protocol 
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IANA Internet Assigned Numbers Authority 

IANA  Assigned Numbers Authority  

ICE Interactive Connectivity Establishment 

ICMP Internet Control Message Protocol  

IETF Internet Engineering Task Force 

IHL Internet Header Length 

IP Internet Protocol 

IP Internet Protocol 

IPsec Internet Protocol Security  

IPv4 Internet Protocol version 4 

IPv6 Internet Protocol version 6 

ISP Service Providers 

KPI Key Performance Indicators 

L2TP Layer Two Tunneling Protocol 

MAP-T Mapping of Address and Port using Translation 

MF More Fragments 

MPLS  Multiple protocol Label Switching 

MTU Maximum Transmission Unit  

NA Network Applications  

NAT Network Address Translation  

NAT-PT 
Network Address Translation-Protocol 

Translation  

NAT64 Network Address Translation 64  

NG Network Gateway  

NDP Neighbor Discovery Protocol  

OA On board Applications  

OG Onboard gateway 

PCP  Port Control Protocol 

PL Prefix Length 
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QoS  Quality of Service  

RFC Request for Comment 

RIR Regional Internet Registry 

RTP Real-Time Transport Protocol 

RTT Round-Trip Time  

SDP Session Description Protocol 

SIP Session Initiation Protocol 

SIIT Stateless IP/ICMP Translation AlgorithM 

STUN Session Traversal Utilities  

TCP Transmission Control Protocol  

TMCS Traffic Management Centers 

ToS Type of Service  

TTL Time To Live 

TURN Traversal Using Relay NAT 

UDP User Datagram Protocol 

UAC User Agent Client  

UAS User Agent Server 

VoIP  Voice over IP 

 

 

1.5 Description of Changes from the Previous Revision  
Revision 00 – N/A. 
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2 Introduction 

Since the early nineties, Service Providers, manufacturers and standardization bodies have 

investigated on the necessity of introducing a new IP protocol.  A lot of standardization effort has been 

conducted, especially within the IETF (Internet Engineering Task Force), to adopt IPv6 by the Internet 

community.  IPv6-related standards are consolidated since from many years but the deployment 

phase of IPv6 is slow even though migration strategies have been explored within several IETF’ 

Working Groups.  Nevertheless, this effort laid essentially stress on the migration of connectivity 

services and not the above deployed services.  Concretely, problems related to migrating high level 

services like VoIP (Voice over IP) and TV broadcasting, built upon IP infrastructures composed of 

heterogeneous nodes (e.g., IPv4 and IPv6 ones), has benefited during the years of a large amount of 

investigations by the Internet community. Several initiatives have regarded the modifications to be 

included in the main network services such as DNS (Domain Name Service), Dynamic Host 

Configuration Protocol (DHCP), Firewalls as well as some important protocols such as FTP (File Transfer 

Protocol) and the SIP/SDP protocol.  

In the ACS context, the IPv6 should be selected as the default network addressing scheme and all ACS 

devices, including the ACS-GW, should be IPv6 based and/or in the more general case they should 

support both IPv4 and IPv6 (i.e., the dual stack option). However, the coexistence of IPv6/IPv4 with 

IPv4-only devices should be considered even in ACS. In this case the ACS network architecture should 

be revised to allow inclusion of IPv4-only hosts/applications. This is one objective of this activity 

together with the investigation of the strategies for SIP/SDP transition in IPv4/IPV6 network scenarios. 

 

3 IPv4 and IPv6 addressing schemes: a short review 

The Internet Protocol (IP) (IETF RFC 791 [1]) is designed for use in interconnected packet-switched 

communication networks. The IP allows the exchange of datagrams (from source(s) to 

destination(s)among hosts identified by fixed length addresses. The IP is a simple protocol providing 

fragmentation and reassembly of long datagrams for transmission through “small packet” networks.  

The IP functionalities are limited in scope and are restricted to guarantee the delivery of internet 

datagrams from a source to a destination over an interconnected system of networks. At IP layer no 

mechanisms are included to guarantee end-to-end data reliability, flow control, sequencing, or other 

services commonly found in transport (or host-to-host) protocols.  

The two basic functions of the actual IP version 4 (IPv4) are:  addressing and fragmentation. The 

internet devices use the addresses carried in the datagram (or packet using modern terminology) 

header to transmit them toward their destinations. The selection of the path for transmission is called 

routing which occurs as detailed in IETF RFC 791, i.e.: 

(quoted from IETF RFC 791) “The model of operation is that an internet module resides in each host 

engaged in internet communication and in each gateway that interconnects networks.  These modules 

share common rules for interpreting address fields and for fragmenting and assembling internet 

datagrams.  In addition, these modules (especially in gateways) have procedures for making routing 

decisions and other functions. The internet protocol treats each internet datagram as an independent 









https://en.wikipedia.org/wiki/Type_of_service
https://en.wikipedia.org/wiki/Differentiated_services
https://en.wikipedia.org/wiki/Voice_over_IP
https://en.wikipedia.org/wiki/Explicit_Congestion_Notification
https://en.wikipedia.org/wiki/Network_congestion


https://en.wikipedia.org/wiki/Path_MTU_discovery
https://en.wikipedia.org/wiki/Ping_(networking_utility)
https://en.wikipedia.org/wiki/Traceroute
https://en.wikipedia.org/wiki/Time_to_live
https://en.wikipedia.org/wiki/Hop_count
https://en.wikipedia.org/wiki/Hop_count
https://en.wikipedia.org/wiki/Router_(computing)
https://en.wikipedia.org/wiki/ICMP_Time_Exceeded
https://en.wikipedia.org/wiki/ICMP_Time_Exceeded
https://en.wikipedia.org/wiki/List_of_IP_protocol_numbers
https://en.wikipedia.org/wiki/IPv4_header_checksum
https://en.wikipedia.org/wiki/User_Datagram_Protocol
https://en.wikipedia.org/wiki/Transmission_Control_Protocol
https://en.wikipedia.org/wiki/IPv4_address
https://en.wikipedia.org/wiki/Network_address_translation


https://en.wikipedia.org/wiki/IPv4_address
https://en.wikipedia.org/wiki/Network_address_translation
https://en.wikipedia.org/wiki/Internet_Protocol_Options
https://en.wikipedia.org/wiki/Differentiated_services_field
https://en.wikipedia.org/wiki/Differentiated_services_field
https://en.wikipedia.org/wiki/Explicit_Congestion_Notification


https://en.wikipedia.org/wiki/IPv6_packet#Jumbogram
https://en.wikipedia.org/wiki/Transport_layer
https://en.wikipedia.org/wiki/List_of_IP_protocol_numbers
https://en.wikipedia.org/wiki/Time_to_live
https://en.wikipedia.org/wiki/IPv6_address
https://en.wikipedia.org/wiki/Link_layer
https://en.wikipedia.org/wiki/Checksum
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IPv6 multicast over Ethernet 

Differently from IPv4 the IPv6 can make efficient use of Ethernet's support for multicast transmissions. 

To send an IPv6 multicast packet over Ethernet, the last 32 bits of the destination IPv6 address are 

prepended with 33-33- and use that as the destination Ethernet address. Thus, an IPv6 packet 

addressed to FF02::1:FF68:12CB would be sent to the Ethernet address 33-33-FF-68-12-CB. Any host 

participating in the multicast group is expected to be listening for the corresponding Ethernet address. 

 

Neighbor discovery (RFC 2461, [9) 

For neighbor discovery, IPv4 uses ARP while IPv6 adopts NDP i.e., the neighbor discovery protocol. For 

simple purposes, NDP and ARP are very similar: one node sends out a request packet (called a neighbor 

solicitation in NDP), and the node it was looking for sends back a reply (neighbor advertisement), 

providing its link-layer address in the reply message. NDP is part of ICMPv6. It should be reminded 

that ARP does not run over IP. NDP also uses multicast rather than broadcast packets. For each unicast 

address it responds to, each host listens on a solicited-node multicast address. The solicited-node 

multicast address for a given unicast address is constructed by taking the last three octets of the 

unicast address and prepending F02::1:FF00:0000/104. Thus, the solicited-node multicast address of 

2001: 630: 200: 8100: 02C0: 4FFF: FE68: 12CB is FF02::1:FF68:12CB. It is the solicited-node multicast 

address that a node uses as the destination of a neighbor solicitation packet. Thanks to multicast, most 

hosts do not get disturbed by neighbor solicitations.  

  



https://whatismyipaddress.com/dual-stack
















   
Alternative Bearers for Rail (AB4Rail)  Ref. Ares 2020)3856873 - 22/07/2020  

 

28 
 

It supports both IPv6-initiated and IPv4-initiated communications using static or manual 

mappings. 

Content providers and content enablers can transparently provide existing or new services to IPv6 

Internet users by deploying Network Address Translation IPv6 to IPv4 (NAT64) technology with little 

or no change in their existing network infrastructure. 
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The prefix replacement is done at bit level. The third entry exemplifies this: Address 203.0.113.8 

becomes 2001:db8:cccc::, not 2001:db8:cccc::8. This is because .8’s binary form is 00001000, and the 

one is at the prefix side. These are some other mappings generated by the entry: 

203.0.113.9 <-> 2001:db8:cccc::1 

203.0.113.10 <-> 2001:db8:cccc::2 

203.0.113.12 <-> 2001:db8:cccc::4 

203.0.113.15 <-> 2001:db8:cccc::7 

 

5.1.2 SIIT IPv6 address pool 
A translator’s “IPv6 address pool” is a handful of prefixes which are used by IP/ICMP Translation’s 

eldest IP address translation algorithm (which is defined in RFC 6052 [17]). Because of its internal 

variable naming conventions, in the following, using Jool terminology we indicate it as “pool6” (as a 

shorthand for “IPv6 pool”). Vanilla SIIT uses pool6 to translate every address, while NAT64 only uses 

it to translate the destination address of incoming IPv6 packets and the source address of incoming 

IPv4 packets (see after). 

 

5.1.3 Specification Summary 
The pool6’s prefix length (PL) must be 32, 40, 48, 56, 64 or 96. As defined in [17], pool6 address 

translation is performed according to the following table: 

Table 5: IPv6 addresses, embedded IPv4 address, and a variable-length suffix 

 

 

Given a pool6 prefix, any given IPv4 address is encoded in the v4 slots of its byte array. u and suffix 

are always zero. More often than not, PL=96 is used because it is the most intuitive option. Here are 

a few examples reported in Table 6. 
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Table 6: Examples of IP address translation. 

Pool6 IPv4 address IPv6 address Comment 

64:ff9b::/96 192.0.2.1 64:ff9b::192.0.2.1 The IPv4 address is 
simply stuck at the 
end of the prefix. 

2001:db8::/32 192.0.2.1 2001:db8:c000:0201:: The IPv4 address is in 
bits 32-63. Everything 
after that is zero 

2001:db8:aaaa::/48 192.0.2.1 2001:db8:aaaa:c000:0002:0100:: The IPv4 address is 
located in bits 48-87 
with a gap among bits 
64-71. 

 

Just note that the translation is bidirectional; given a pool6 prefix, one can infer the IPv4 counterpart 

of an IPv6 address (assuming that the IPv6 address matches the prefix) as well as the IPv6 counterpart 

of an IPv4 address. 

The two SIIT-based methods keep the translator stateless according to the address conversion rules. 

They allow a unified processing for all packets; the data plane performance is not bound by the 

number of users, and processing at line-speed processing is expected i.e., no significant performance 

throughput degradation is expected due to translation in the relay device. Furthermore, as long as 

heterogeneous addressing is realized, the SIIT methods can provide bidirectional communication. As 

shown in the following, SIIT-based methods promote IPv6 development by providing IPv6 networks 

with the bi-directional connectivity to legacy IPv4. SIIT does not introduce new security issues into the 

network. Due to  the per-host IPv4 address consumption requirement, the IPv6 side of SIIT cannot be 

huge. Therefore, its application scenarios are IPv6 network→IPv4 Internet and IPv6 network ← IPv4 

network. 

 

5.1.4 IVI  
The IVI approach follows the principle of stateless translation and improves SIIT. IVI uses a network-

specific, variable prefix (NSP) to replace the two fixed /96 prefixes in SIIT. Both the IPv4-translated 

addresses and IPv4-mapped addresses are presented as NSP + IPv4 address + suffix [28] (Figure 7). In 

this way, these IPv6 addresses can naturally aggregate as the NSP within the network so that  routing 

scalability is no longer a concern. The IPv4-translated addresses can be assigned to IPv6 hosts through 

DHCPv6. The IPv6 hosts learn IPv4-mapped addresses of IPv4 hosts by querying a local DNS server, 

DNS64 [29].  On the other hand, the IPv6 hosts register their IPv4 addresses in DNS server as A records, 

which are used to answer the heterogeneous addressing query from the IPv4 side. As for routing, the 

IVI translator is responsible for advertising the prefix of IPv4 addresses possessed by IPv6 hosts to the 

IPv4 side, as well as the NSP route to the IPv6 side. IVI is an improvement of SIIT: routing scalability 

problem and addressing issues that exist in SIIT are no longer in IVI. Meanwhile, IVI inherits all the 

advantages of SIIT, including high performance, bi-directional connectivity, IPv6 promotion ability and 

the guarantee of security. However, the per-host IPv4 address consumption is still required in IVI. 

 






























































































